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# 수행 일자

2024. 9. 13

# 사이트 링크

<https://d1pkmbiqrxemem.cloudfront.net/>

# 테스트셋 데이터 소스

(수정사항: Format을 Markdown syntax로 변경)

|  |  |
| --- | --- |
| 데이터 소스(클릭하면 열립니다) | 설명 |
| [challenger.txt](https://confluence.samsungds.com/download/attachments/125927675/challenger.txt?api=v2&modificationDate=1723010424000&version=2) | AI challenger 이벤트 관련 내용 |
| [chatbot.txt](https://confluence.samsungds.com/download/attachments/125927675/chatbot.txt?api=v2&modificationDate=1723010434000&version=2) | Samsung Chatbot 일반 설명 (향후 수정 확충 예정) |
| [webpage.txt](https://confluence.samsungds.com/download/attachments/125927675/webpage.txt?api=v2&modificationDate=1723010453000&version=2) | AI Studio 웹페이지 관련 일반 설명 (향후 수정 확충 예정) |
| [exynos.txt](https://confluence.samsungds.com/download/attachments/125927675/exynos.txt?api=v2&modificationDate=1723010466000&version=2) | Exynos 2200 등 Exynos 칩셋 관련 일반 설명 |

# 테스트셋 생성 Tool

데이터셋 생성 프레임워크: **RAGAS**

LLM: OpenAI **chatgpt-4o-mini**

# 생성된 테스트셋 원본

(v0.1와 동일)

# 테스트셋 필터링 후 내용

(v0.1와 동일)

# 테스트셋 평가 Tool

데이터셋 평가 프레임워크 **RAGAS**

LLM: OpenAI **chatgpt-4o-mini**

# 테스트셋 평가 RAG 파이프라인

|  |
| --- |
| **DocumentDB** |
| **AWS with DocumentDB, Lambda** |

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| Phase | items | description | comments |  |  |
| Document 준비 | Chunking | S3에서 데이터 파일을 읽어와 Markdown Chunker로 Chunking | Markdown Chunker\*로 변경 후 총 Context Chunk갯수 10개  Markdown header + text 단위로 나눈 다음에 token 길이가 400이 안되면 합친다. 청킹한다. 람다 함수. |  |  |
| Embedding | 오픈AI  **text-*embedding*-3-*small*** 모델 사용 |  |  |  |
| Vector Storage | AWS DocumentDB에 저장 | vector, text, meta data (page section link, section title) |  |  |
| Q&A 수행 | Context Retrieval | DpcumentDB에서 ***테스트셋 질문***과 코사인 거리가 가까운 top chunk 추출 | DocumentDB에서 max document 50개로 셋팅해서 추출을 하는데 가져온다. HNSW 방식에 따라 관련 있는 일부 chunk만 retrieve 하는 방식. 3~5개 정도 가져온다. |  |  |
| Candidate Selection | 기준에 맞도록 Context Chunk 선정 | chunk size 400 token |  |  |
| LLM 집어 넣기 전 ㅓ리 |  | chunk size 400 token |  |  |
| Answer Generation | ***테스트셋 질문***과 선정된 Chunk를 LLM (오픈AI ***chatgpt-4o-mini***)에 넣고 응답 수집 |  |  |  |
| 평가 | RAGAS evaluation | ***테스트셋(질문, Ground Truth)***의 내용과 LLM이 응답한 ***컨텍스트, 답변*** 내용 총 4가지 필드를 모두 고려하여 RAGAS와 LLM (오픈AI ***chatgpt-4o-mini***)을 통해 지표 평가 수행 | 다음 3가지(상세 설명 링크: [RAGAS 평가 지표](https://confluence.samsungds.com/pages/viewpage.action?pageId=110560495))를 계산합니다:  context\_relevancy, faithfulness, answer\_correctness |  |  |

# 테스트셋 v0.2 평가 결과

아래의 두 파일 모두 동일한 결과이며 포맷만 csv와 json으로 구분 된 결과 파일 입니다.

# 테스트셋 v0.2 평가 결과

원본파일(csv):

![](data:image/png;base64,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)

[원본파일(Context 포함):](https://confluence.samsungds.com/download/attachments/125927675/result_OpenAI_gpt-4o-mini_20240807.zip?api=v2&modificationDate=1723011853000&version=1)

![](data:image/png;base64,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)

|  |  |  |  |
| --- | --- | --- | --- |
| **context\_relevancy** | **faithfulness** | **answer\_correctness** | **설명** |
| **0.019364** | **0.76662** | **0.832666** | 다음 3가지(상세 설명 링크: [RAGAS 평가 지표](https://confluence.samsungds.com/pages/viewpage.action?pageId=110560495))를 계산합니다.   * context\_relevancy(질문과 컨텍스트 간의 관계) * faithfulness(컨텍스트로부터 답변이 잘 추론되었나) * answer\_correctness |

# 인사이트와 향후 진행 내용